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In the first of two parts in which a general mathematical theory  
of non-symbolic learning and conditioning is constructed, the sect ions  
of the theory dealing with non-symbolic learning and conditioning 
are presented, and a number of its qualitative implications are com- 
pared with available experimental results. In general, the agree- 
ment is found to be ra ther  close. 

1. Introduction: the current theories. 
The field of conditioning and learning has attained a development 

on the purely experimental side which renders it an excellent point 
for the entry of quantitative theory into psychology; and the exploi- 
tation of various aspects of this domain for theoretical purposes has 
already made a promising beginning. The work of this kind done so 
far  has been chiefly from two standpoints: the first, exemplified in 
the researches of Householder, Landahl, and Rashevsky, as well as 
others of the same group (summarized in 39 and 40), attempts with 
some success to explain the phenomena directly upon a neurological 
basis, wh~le the second, comprising studies such as those of Gullik- 
son (15), Gullikson and Wolfle (16), Hull (27, 28, 29), and Spence 
(48), prefers to elaborate first a macroscopic account of behavior per 
se, while leaving the neurological foundations until a later stage. 
These two approaches are of course rather complementary than com- 
petitive: the development of theoretical neurology provides very many 
suggestions for macroscopic work, and the latter simplifies the neuro- 
logical problem by requiring mechanisms to account for only a few 
general propositions instead of a multitude of facts in no obvious rela- 
tion. 

So far, the theoretical structures built according to this second 
viewpoint have shared the common defect of being in a certain sense 
incompletely quantified. To a considerable degree the stimuli and re- 
sponses involved, and the successive trials in the learning process, 
are regarded as unanalysed units; and the laws of variation for the 
strengths of tendencies to make given responses are stated in terms 
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of the n u m b e r  of previous learning trials belonging to specified cate- 
gories. This procedure, to be sure, has advantages in intuitive and 
mathematical  simplicity which are not to be despised ; but it neverthe- 
less conduces to a certain lack of generality. In particular,  if  we are 
to count the trials in the learning process, classifying them separately 
only into a few groups--such as temporal order, or status as success 
or fai lure--we must  ar range them in a predetermined temporal order 
and make them as much similar i n t e r  se as is experimentally feasible, 
so tha t  in even so slight a modification of the experimental routine 
as spacing the learning trials irregularly,  or vary ing  some of the 
characteristics of the learning situation among  the trials, we can no 
longer make a theoretical prediction at  all. Moreover, there is usually 
no obvious way of generalizing a system constructed on these lines 
to such slightly different, cases, while for  more radically altered situ- 
ations the difficulty is correspondingly worse. To remedy this, we 
shall seek to analyze the learning process in a more detailed fashion 
than before, so that  we may state the contribution of each trial  to 
learning in a way depending upon its relevant  characterist ics and 
those of the previous t r ia ls ;  and then to essay a s ta tement  of our 
ideas in a form more completely accessible to the methods of mathe- 
matical analysis, which, for  their  most f ru i t fu l  use, enjoin substan- 
tial continuity in the quantities considered. In this way we may  use 
the same experimental generalizations upon which the preceding the- 
ories have been based to construct a new one, similar to them in many  
respects, but ra ther  more extensive in the scope and detail of its con- 
siderations. More precisely, we shall consider the results of our dis- 
cussion applicable to all aspects of learning and conditioning in which 
the effect of symbolic or verbal factors is not of grea t  significance; 
and within this field we shall deal with all eases of learning and con- 
di t ioning in which independent or related stimuli, wi th  given original 
tendencies to produce specified types of response, are distributed over 
t ime in specified intensities in an a rb i t ra ry  way, continuous or other- 
wise; and .in which affective stimulation, i f  this form part  of the ex- 
perimental  routine, is distr ibuted in any given manner.  

In partial  confirmation of our hypotheses, we shall point out how 
most of the principal experimental  generalizations can be inferred 
f rom the theory, at least as regards comparative order of magrdtude;  
while a rigid quanti tat ive test  would require data in a detail not or- 
dinari ly given in experimental results. The theory does not seem too 
difficult to verify in most of its aspects, however, by a fa i r ly  extended 
and precise set of experiments, whose performance would also pro- 
vide direct information upon a number  of mat ters  of considerable 
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import  upon which little data  are available, and which, even if dis- 
confirming our present  system in some of its aspects, would assuredly 
make suggestions leading to a bet ter  one of comparable range and 
generality. 

The presentat ion of the theory will be divided into two parts.  
P a r t  I deals only with the  case where the stimuli and responses are 
wholly independent, so tha t  t r ans fe r  and generalization do not occur, 
and proposes a law of variat ion for  the reaction-tendency which takes 
into account all of classical conditioning and the various sorts of in- 
hib.ition affecting it. Pa r t  II extends the discussion, still under  the 
hypothesis of complete independence, to cases where  reward  and pun- 
ishment are involved as motivat ing factors,  then generalizes all the 
preceding results to the case where the stimuli and the responses are 
related psychophysically, thus providing a theory of t ransfer ,  general- 
ization, and discrimination, and concludes with a more  precise state- 
ment  of the observational interpretat ion of the terms and quantit ies 
we shall employ. 

2. The determination of the simple response-tendency. 
As mentioned above, we shall suppose in this pa r t  that  the  stim- 

uli are completely unlike, so that  generalization and discrimination 
do not occur; that  the  reactions are very  much different, so that  
t r ans fe r  does not ar ise;  and that  the reaction-thresholds do not  influ- 
ence one another, so tha t  there  is no "generalization of  inhibition." 
Although in most  cases this is not entirely realized, in many types  of 
experiment  which will readily occur to the reader,  such as classical 
conditioning for  one, and serial learning of properly selected non- 
sense-syllables for  another,  it is perhaps sufficiently so for  practice. 
In any case, a pr ior  development of the theory for  the independent 
case, before  introducing the various complications involved in related 
quantities, has an heurist ic and intuitive value which will present ly 
become apparent .  

We shall begin by  introducing the notion of the simple response 
tendency. In the absence of inhibition, a reaction of the given sort  
will occur whenever  this quant i ty  exceeds its reaction-threshold; in 
more complicated circumstances the occurrence o f  the  reaction de- 
pends upon the supraliminal character  of some quant i ty  which, re- 
garded as a function of the simple response tendency alone, is linear, 
though in fact  depending on other  variables as well. A more complete 
definition of this term will be given in the last section: for  the pres- 
ent, t he  foregoing may  supply the reader  with sufficient intuitive un- 
derstanding to follow the subsequent  arguments .  I f  the different re- 
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action-tendencies involved in a situation be assigned numbers f rom 1 
to M ,  we shall denote the simple response-tendency, for  the ]-th re- 
action, evaluated at the time t ,  by Ei ( t ) .  I f  there be N different types 
of stimulus involved in the situation, we  may  assign numbers  to them 
also, say from 1 to N .  We shall then denote by P~(t)  [ i - -  1 ,  2, 
• . . ,  N] the logarithm of intensity of the type i stimulation being pre- 
sented at  the t ime t .  

In general, the presentat ion of type  i st imulation at a given t ime 
will generate an unconditioned simple response-tendency of type  j 
over a certain period of t ime thereaf ter ,  for  suitable i and j .  I f  a 
unit  intensity of type i st imulation be applied a t  a t ime t ,  then the 
result ing unconditioned response-tendency of type  ] ,  effective at a 
later  time t + 6,  will be denoted by T°~j(6, t ) .  We may define this 
quant i ty  more exactly as follows: let the average value of P,  through- 
out  a small interval At about  t be P~ (t)  ; let the average value of Es 
dur ing a small interval A't about  t ÷ 5 be Ej  (t + 6) ; let P~ vanish 
outside At ,  and Pk,  k :/: i ,  vanish everywhere ;  and suppose that  no 
conditioning of the st imulus-type i to the reaction j has occurred. 

Then the limit E,j (t + 5)/P~ (t)  as At and A't approach zero about  t 
and t + 6,  respectively, is T°~s (6 ,  t ) .  I f  in this definition we  omit 
the requirement  tha t  type  i st imulation has not been conditioned to 
the reaction ] ,  so tha t  we consider the gross magni tude of the re- 
sponse-tendency Es ,  we shall obtain a function to be  denoted by  
Tis (6 ,  t ) .  

Supposing that  stimuli of type  i have been applied over the pe- 
riod of time t --~ 0 to t ~- t ,  we proceed to calculate the total uncon- 
ditioned tendency to make a type  3" response a t  t ime t which results 
f rom this. I f  the various increments  in Ej  emanat ing f rom different 
previous intervals combine additively, and the relation between the 
s t rength  of the st imulus and the magni tude of the elicited reaction- 
tendency is the famil iar  logarithmic one, as found, for  example, by 
Kupalov and Gantt  (34),  this tendency will be, by  definition, 

P~(8) T ° ~ i ( t -  8 , 8 )  d # .  

Combining such quanti t ies for  all st imulus-types,  and remember ing 
our  independence assumption,  we shall obtain the total  unconditioned 
par t  of Ej (t), which is 

Sj(t)  = P~(~)T°~j( t -  ~,O)dO. (1) 
. =  

0 ~, 7, 
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The total magnitude of Ej  (t) may be derived in a similar way  f rom 
T ~ ,  yielding 

E j ( t )  = P ~ ( # ) T i ~ ( t  - 0 , 0 ) d # .  (2) 

The portion of this due to previous conditioning is then 

Qj (t) ~-- Ej  (t) - St ( t ) .  (3) 

To derive an expression for  the variat ion of Tij (6 ,  t) wi th  time, 
we may employ the following method. Suppose we have two time in- 
tervals,  during the first of which, ~ --) 5 + d 5 ,  type i stimulation is 
being applied, and a later interval, ~ -~ V + d 7,  during which there 
is both a positive conditioned and an unconditioned tendency to make 
a type  j response. By the fundamental  fact  of conditioning, if con- 
ditioning has not already reached the saturat ion point, this will result  
in an increased tendency for  fu ture  occurrences of type i stimuli to 
evoke type ] responses a f t e r  a time lag of  magnitude ~ - ~--that  is to 
say, an increment of T,s (6 ,  t) for  t >= ~ and 6 - -  V - 5 will be set up. 
Let  us denote this increment  by  A~, T~j (6 ,  t) d 5 d ~,  supposing that  
to a sufficient approximation this quant i ty  is constant  for  all points 

and ~ in d ~ and d ~ respectively. Since we shall ult imately allow 
these intervals to approach zero as a limit, this consti tutes no real 
loss in generality. 

First ,  it is a well-established experimental  fact  tha t  

zl~ T~j (~/-- ~,  t) 

decreases with an increase in the separation ~ - 5 of the stimulus and 
the response-tendency. This has been observed directly, in the form 
of rapidly augment ing difficulty of producing trace-conditioning with 
g rea te r  distance, by Kappauf  and Schlosberg (32),  H. M. Wolfle (54),  
Rodnick, (43), Switzer  (50), and Pavlov (37).  In some of these stud- 
ies, it is true, it is found that  there  is an initial increase in facil i ty of 
conditioning with distance between the conditioned and the uncon- 
ditioned stimuli, but  this may  be explained on the hypothesis of a 
diminished contribution to conditioning f rom temporal  generaliza- 
tion, which as an effect is a consequence of the theory. Pavlov (38, 
39) supposes that  this gradient  with trace-conditioning is due to the 
fact  tha t  the reaction-tendency is here conditioned, not  to the stimulus 
itself, bu t  to the arrival  of a certain stage in the decay of a condition 
set up in the subject  by  the stimulus, and called its s t i m u l u s - t r a c e ;  

apar t  f rom the obscuri ty of the notion itself, (which has been used 
extensively by Hull, especially in 27), it is sometimes assumed that  
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this t race has a numerical magnitude,  which declines with t ime a t  a 
ra te  proportional to its own magnitude,  or according to a negative ex- 
ponential law; and then that  the increment  in a trace-conditioning 
result ing from a given re inforcement  is proport ional  to the s t rength  
at  the time of the response of the t race originat ing in the s t imulus--  
an assumption which seems to be in gross agreement  with the data  
cited. We shall consequently make this supposition in its quant i ta t ive 
form, although without  making any ontological assumptions as to the 
na ture  of the "st imulus t race"  which furnishes  its rationale. We shall 
suppose that  A~.~ T~j(~ - 5 , 7) is proport ional  (1) ,  to P~(~)e  -a('l-o, 
for  a suitable constant  a-- this  is the s t rength  at  d~ of the " t race"  
f rom dS- -  and (2) ,  to Sj (~) - Qj (~), or  the amount  whereby  the un- 
conditioned par t  of the type  j response-tendency exceeds the condi- 
tioned part,  both evaluated at  ~.  This last assumption is in agreement  
with the studies of Campbell and Hilgard (7) ,  who found a correla- 
tion of .55 -+ .06 between s t rengths  of conditioned and unconditioned 
responses;  of Schlosberg (45),  and Campbell (6) ,  who found less sig- 
nificant correlations, as to the  use of Sj (7) :  fo r  the subtract ion of 
Qi (~) we have considerable evidence which shows tha t  the increment  
in conditioning which results f rom a single re inforcement  grows less 
and less as conditioning proceeds, and finally ceases--i.e., the  condi- 
t ioning curve is negatively accelerated. Among the curves of this sor t  
we may  mention those of Hovland (25) especially, together  with 
others reproduced in (18).  The S-shape of some conditioning curves 
will be discussed in a later  study, together  with its possible relation to 
temporal  generalization. I f  we choose units for  P~ properly,  our  as- 
sumptions yield 

A~, 7 T~  (~? - ~ , 7) dSd~? 

P~ (~) [Sj (7)  - Qi (~) ] e-~('~-~) d~d~ . 
(4) 

Now suppose ~ :~ ~/ - 5 • We may  expect  tha t  A~, T~j (5 ,  ~) will 
be smaller than before, but  scarcely that  it vanishes;  the reinforced 
interval between the conditioned st imulus and the eduction of its re- 
sponse is very  f a r  f rom being so rigidly mainta ined in experimental  
t r ials  (See E. J. Rodnick, 43).  Pe rhaps  the principal source of this 
lack of constancy may  be sought  in more  or  less accidental physiologi- 
cal fluctuations. I f  we make the usual assumption,  tha t  these fluctua- 
tions are large in number  and independent,  and hence are dis t r ibuted 
in an approximation to normali ty  about  V, say with a precision fl, we 
shall obtain 
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(5) 
----- P~ (5) [Sj (7)  - QJ (7) ] e-a~-;3:('7-~-~)2 d~dT , 

where we of course now evaluate the "st imulus t race" at  5 + ~ instead 
of at  7 as before. It may be remarked tha t  on account of the presence 
of the "st imulus t race" f rom 5 -+ 5 + d5 in (5), in the factor  e -as, the 
actually observed variations in the interval between a stimulus-pre- 
sentation and the evocation of its conditioned response will be skewed 
positively, perhaps even settl ing about a new mean, much closer to 
5 than is 7.  This is the expression of a fact  well-known experimen- 
tally (44, 50, and 45), a circumstance which lends additional plausi- 
bility to our choice of assumptions. 

Finally, this increment in Tij(8 , t ) ,  set up for t =- V, may be 
expected to decay with time, f rom the accumulation of adventitious re- 
troactive inhibition (whose effect, incidentally, our theory will enable 
us to predict, if it  be specified in detail, in accord with  the hypothesis 
which explains such inhibition in terms of counter-conditioning; see 
section 6) or from some other cause, in such a way as to result in its 
slow but eventually almost complete loss. Here again, there is evi- 
dence which leads us to suppose an exponential law of decay (20, 
and the work of Ebbinghaus) ,  and in doing so, we shall be in harmony 
with previous theories (Hull, 27, 28). Combining this with (5), we 
shall finally obtain 

A~,~ Ti~ (6 , t )dSd~  
(6) 

= P~ (5)  [Si (7)  - QJ (7 )]  e -~-~('-~-~):-~'(t-') d~d~,  

for a suitable decay-constant ?. 

Now to obtain the total value of T~j ((~, t) at  any time, we must  
consider (1), the unconditioned par t  T ° . ( ~ ,  t ) ,  and (2), contribu- 
tions of magnitude (6) f rom all pairs of intervals d~, dT, d5 preced- 
ing d r ,  which occur before t .  I f  these intervals are still considered 
as finite in extension, this result will be only approximate;  if, how- 
ever, we allow ,them to approach zero in extension, while increasing 
indefinitely in number,  so tha t  they still cover the whole region 0 --~ t ,  
then, taking the limit, our result  will become exact ; and we shall have 

T ~ j ( 5 , t ) - - T % i ( 5 , t )  + d~] P~(5) [Si(~) - Qj(~j)] 

(7) 
Exp { -  a ~ -f12(~ _ 5 - 5)2 _ y ( t  - ~)} 45.  

This expression may be Substituted in (2) ; taking account of (1) and 
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(3), and changing the order of integration by Dirichlet's rule, we 
shall find 

Q~(t)__-- I ' S j ( 7 )  JitdO fo~F(~ ,5) Exp ( - ~ ( t - O ) -  f l~(7-  , -  t 

+ 0 ) 2 - 7 ( 0 - ~ ) } d 5  - Q~(~) dO F(O,5 )  (8) 

E x p { - a ( t - O )  - f l ~ ( ~ - 5 - t + O )  2 - ~ , ( O - v ) ) d S ,  

where we have put 

F(O, 5) = ~. P~(5) P~(O), 
i=O 

and, of course, Exp (x) is a more convenient form of e ~. Upon abbre- 
viating 

d 0 F ( # ,  5) Exp [ -  u ( t -  ~) - fl"(7 - ~ -  t + #)2 aU,t  • 

O) - ~ ( o -  7)] d~, 
this may be written 

7' t Sj(~)d~j - 7' t 
(lo) 

Qj (7)d 7. 

(10) is a Votterra integral equation of the second kind for  the deter- 
mination of Qj (t),  with a kernel 

K(t 7)------I a , ~ , y  
' 7 , t  • 

Since all other quantities occurring in (8) are known from the experi- 
mental situation, if we can solve (8) for Qj (t) ,  this will constitute a 
solution to our problem. That this can be done follows from the facts, 
(1) that F ( # ,  5) - -  Z Pi (5)  P~(0) may have at most a finite num- 

ber of regularly-distributed discontinuities, owing to the fact that  the 
presentation of some stimulus may have begun or ended abruptly; 

i i  # - -  i l  

(1), for any physically possible form of T°ii. We shall accordingly 
find it possible to find Q~, and hence the total reaction tendency 
E j =  Qs + S j ,  in terms of Sj (t) ,  the unconditioned tendency to make 
a type ] response, and the functions P~, which measure the stimula- 
tion occurring up to t in the expenimental situation; and both of the 
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made fairly easily in series. Suppose we define 

n is a positive integer, by the following recursion: 

functions may be determined by observation, the latter directly, the 
former through equation (1). The explicit solution of (10) may be 

[I a'fl'Yll:~where~,t 

a , P , r  c1~ a,fl,~, 
~, t  ~,t  ' 

~l,t = - t ,~ , " ~ , t  d~. 

Now define the function ~ ( n ,  t) called the solvent kernel 

_ a,~,t fl ' ~' /' by the infinite series 

of 

7,(~, t) =y~ ~ , t  , (11) 

whieh converges throughout the finite range. Then the solution of 
(10) may be written 

* fo* O j ( t ) = f o  a,fl,),,l,t S j ( ~ ) d ~ +  ~ ( ~ , t )  d~× 
(12) 

~: a ,~ , r  S~($)d¢ 
~,~ 

as may easily be verified by substituting the series (11) in (12) and 
the resulting value of Qj in (I0). This expression may be simplified 
somewhat: remembering that 

~ '  l a'fl'~'ll ~ (~ ,~)d~  -- ~ ( ~ , t )  - I a ' f l ' r l l  
t,~ ~, t  ' 

which is an immediate consequence of (12), we shall have, applying 
Dirichlets' rule and reliterating, 

Qs(t) = 2  Ss(~) d ,1 -  gJ('l t)Sj(,1)d,1 ~, t  
(13) 

__fo*{2 I a,fi,r[,1,t -g ' (~ ' t ) }SJ ( ' l )d '7"  

This solution, as mentioned before, is entirely general, subject of 
course to the assumptions we have made, and the independence re- 
quirements of the first three sections. 
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3. Ext inct ion and the reaction threshold. 

We shall partially follow Razran (42) and others in the present  
discussion, in a t t r ibut ing the effects of experimental  extinction and 
allied forms of inhibition to the combined action of three groups of 
forces. The first of these, which involves sett ing up a counter-condi- 
t ioning between the conditioned stimulus and some extraneous and 
more or less adventi t ious reaction, is covered by the considerations 
developed in the previous section, except as regards  its interference 
with the original conditioned react ion;  and this will be discussed in 
section 6. The second sort  of influence, an " inverse conditioning" 
between the stimulus and the same reaction, is also a consequence of 
our previous discussion, as may  be seen at  once f rom (6).  Here,  un- 
der the circumstances of an extinction trial, in which the uncondi- 
tioned stimulus is not presented, S j (7)  vanishes;  but  on account of 
previous conditioning and the presentat ion of the conditioned stimu- 
lus, Qj (~7) > 0 .  Accordingly, (6) becomes negative, and the s t rength  
of conditioning suffers a decrement,  proport ional  in amount  to its 
own magnitude, ra ther  than an increase as before. 

The two components of extinction that  we have mentioned are 
essentially like conditioning itself in the rapidi ty  of their  acquisition, 
ra te  of decay, and other  properties.  It is notorious, however,  tha t  most 
of the known propert ies  of experimental  extinction and allied inhibi- 
tions are as different f rom those of any form of conditioning as it is 
possible to be: extinction is obtained very much more  rapidly than 
conditioning (Hovland, 25) ; it  decays, to a partial  extent, very  quick- 
ly, a phenomenon known as "spontaneous recovery" (See Hovland, 25 ; 
Pavlov, 37, 38; Finch and Culler, 13; D. G. Ellson, 12; C. H. Coombs, 
10; E. R. Hilgard and D. G. Marquis, 19, 21; fo r  fur ther  references 
also Hilgard and Marquis, 18 ; and Razran, 43, the la t ter  being an ex- 
cellent summary  of the facts  regarding extinction) ; the drugs which 
accelerate it usually re tard  conditioning, and conversely ; (see Hilgard 
and Marquis, 18, for  a discussion of this with references)  it can be 
destroyed temporar i ly  by any sudden st imulus ("dis inhibi t ion") ,  a 
procedure which has no effect on conditioning at all; and, in general, 
all the influences which operate to favor  extinction usually reduce 
conditioning; and conversely, agencies which aid conditioning tend 
to diminish the facil i ty wherewith  extinction is obtained. This last is 
evidenced by the correlations between extinction and conditioning 
which have been computed from experimental  populations (summa- 
rized in 18, p. 119), and are predominantly high and negative. 

This evidence tends to suggest  very  strongly tha t  there is a com- 
ponent of experimental  extinction which is quite different in its law 
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of variation from ordinary conditioning: in our present discussion 
we shall take this into account by introducing a variable reaction- 
threshold, itself subject to conditioning, but of the relatively tem- 
porary and quick-decaying kind which is characteristic of the inhibi- 
tory phenomena. In previous macroscopic theories (e.g. Hull, 27), 
the reaction-threshold has been taken as constant or at  most subject 
to random variations; but there is no necessity for this, and any ap- 
parent one probably results from a confusion between the "reaction- 
threshold" as we understand it, having reference to gross behavioral 
phenomena, and the "reaction-threshold" of neurology, which does 
not stand to the former in any simple relation. The latter is perhaps 
a physiological constant; but the former may be subjected to varia- 
tion of any convenient kind. Indeed, a good quantity of evidence ap- 
pears to suggest the hypothesis that experimental extinction and re- 
lated inhibitions are due in large part  to a temporary rise in the 
reaction-threshold, understanding this latter as is usual in psychology: 
as examples of this, of a qualitative sort, we may mention the follow- 
ing. 

First, it is well known (25, 44, 18, p. 127) that after  a condition- 
ing has been completely extinguished, a sudden fear-evoking stimulus 
will effect a temporary resurgence of the conditioning; this phenome- 
non is generally called "disinhibition." If  we suppose that a startling 
stimulus causes a suddenly heightened state of excitation in the or- 
ganism, which may be interpreted as a temporary lowering of all 
reaction-thresholds, our hypothesis would lead us to expect just  such 
a loss of inhibition. 

Again, it is known that depressant drugs, such as bromides, re- 
tard conditioning while expediting extinction, whereas stimulants, 
such as benzedrine and caffeine, conversely accelerate conditioning 
and retard extinction. Here also, if we make the natural supposition 
that  depressants raise all the reaction-thresholds, while excitants re- 
duce them, then our hypothesis, which asserts that extinction is a con- 
ditioned rise in the threshold, would predict more rapid extinction in 
the former case, since less further net increase would be required to 
inhibit the reaction; but slower conditioning, since more reinforce- 
ment would be needed to enable the response-tendency to attain the 
augmented threshold. As remarked, this is just  what  occurs. A simi- 
lar account can be given of many cases involving phenomena such as 
"sensitization," or "pseudoconditioning" (18, chap. I).  

A more precise statement can be made readily, by proceeding in 
relation to the considerations of the previous section. Let us denote 
the reaction-threshold for type j" responses by Rj (t) ,  and its initial, 
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"normal"  value by Roi. Now, if we remember  that  experimental  ex- 
t inction appears  to occur wherever  there is conditioned reaction-ten- 
dency, whether  there is unconditioned response-tendency there also 
or  not, and hence is not likely to depend on S j ,  and also that  it appears  
to increase and decrease more rapidly than ordinary  conditioning, the 
same reasoning which led to (6) will yield 

A~ T~o(6 ,  t) -~v P~(5)Qj(~]) e -a~-~'~(~-~-6)~'(t-~), (13') 

where  the expression on the left  denotes the increment  in the s t rength  
of conditioning between P~ and R~, of which TR~j(~, t) is the total 
value. Precisely as before, we may  integrate  (13') to obtain 

J TR~j (¢), t) -~  TROi s ((~, $) ÷ ~ Qi (~) d ~1 P~ (5) × 
0 

e-~-~"(~-~-~>~-T'(t-~> d 5 ,  (14) 

and subst i tut ing this in the analogue of (2) for  Rj and T ~, and abbre-  
viat ing by (9),  we derive 

ji,//o:;,  ' 
R i ( t )  ~-Ro + ~, Qi (~)d  ~,  (15) 

which specifies Rj directly in terms of the conditioning process. Of 
the constants a ,  fl', / ,  ~ in (15),  a remains  the same as in 9, since 
it represents  the s t rength of the "st imulus t race"  f rom 5 at ~ ,  which 
is the same in the two cases; the relation of fl' to fl is unknown, al- 
though the general l~ability of Rj would lead us to suppose fl' > fl; and 
the very  much more rapid decay of experimental  extinction as com- 
pared with ordinary  conditioning implies 7' > ~'. We have mentioned 
before that  probably ~ > 1.  Incidentally, the exponential law for  
spontaneous recovery, involved in the te rm e-~(t-, ) in (13'),  is well 
a t tes ted by recent experiments:  among these we may mention espe- 
cially those of  D. G. Ellson (12) and Hovland (25).  

The hypothesis (15) is sufficient to explain, qualitatively at least, 
all the  principal types of  inhibition. F i r s t  among these we may take 
the so-called "inhibit ion of delay," an observed effect .in which, a f te r  
trace-conditioning has taken place between a st imulus i and a reac- 
tion j ,  there is an active inhibition of the response between the pre- 
sentat ion of i and the elicitation of j ,  so that  stimuli which even un- 
conditionally evoked j will fail to do so, or the s t rength  of the response 
will undergo marked coarctat ion (see e. g. Pavlov, 37, and Rodnick, 
44). For,  suppose that  in the routine of conditioning, i is ordinari ly 
presented at a time, say t ,  and j appears,  due to unconditioned stimu- 
lation, at  t + 5; but  let it be the case, as in experimental  trace-condi- 
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tioning routines, tha t  while St (t ÷ 6) > R j ( t  ÷ 6) > 0, St (t ÷ e), 
for  0 < e < 6,  is negligible. Nevertheless, a tendency to respond, 
E j ( t  ÷ e) : Qs(t ÷ e), which is wholly the result  of conditioning, 
will be built  up at that  point, owing to the generalization from t + ~,  
mentioned in the derivation of (3) above. Now when this has oc- 
curred, the situation at t ÷ e is exactly the same as in experimental  
extinction; by (15) the reaction-threshold Rj will be conditioned to 
increase at that point, and the net result will be a strong inhibition. 
As remarked, this is what occurs. This explanation in terms of our 
hypothesis, incidentally, has two further consequences of interest. 
First, the inhibition of delay will be subject to spontaneous recovery; 
this is remarked upon by Switzer (50), and Rodnick (44). Secondly, 
after the inhibition of delay has disappeared by spontaneous recovery, 
the accumulated Qj at t + s will be active reaction-tendency, and if 
great enough will tend to shorten the reaction-latency or even elicit a 
second anticipatory reaction before the primarily conditioned one. 
Effects of this sort have been observed by Rodnick (43), in consider- 
able detail. 

A somewhat simpler application of (15) may be seen in the so- 
called "inhibition of reinforcement." A glance at (15) makes evident 
the fact that, as a series of reinforcements is traversed, Q~ grows 
larger and larger, and consequently Rs begins to increase also, the 
more rapidly the further conditioning proceeds. When Qj reaches the 
saturation point, and no longer rises, the increment in Rj continues 
apace, and the net result is an apparent reduction in the strength of 
conditioning. This is especially marked when the later conditioning 
reinforcements are massed together in large numbers, so that Rj may 
increase faster than it can be lost by spontaneous recovery. The 
diminution from this source would be expected to disappear after a 
relatively short interval. This phenomenon does in fact occur, and has 
all the properties we have mentioned: it is observed by Hovland (26), 
and is discussed by Razran (42), and by Hilgard and Marquis (18, 
p. 124). 

Another  sor t  of phenomenon is tha t  sometimes called "condi- 
tioned inhibition." In this effect, a given stimulus i is conditioned ¢o 
a reaction ] ,  and then paired (successively) with another  st imulus 
k .  i and k are then presented together,  wi thout  the unconditioned 
stimulus, until the reaction 3" is extinguished. Then, by our hypothe- 
sis, i and k are both conditioned to evoke a rise in Rs. With respect  
to i ,  a few reinforcements  are sufficient to remove its extinction, so 
that  it again elicits ] .  When paired with k ,  however,  to which an in- 
c rement  in Ri is still conditioned, we should predict  that,  under  suit- 
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able conditions, the response due to i would be partially or completely 
inhibited. In this case we may call k a conditioned inhibitor of the 
reaction ] .  This par t  of conditioned inhibition is of course quite 
t rans i to ry ;  by more extended efforts, however,  a more permanent  va- 
r ie ty can be established, according to the mechanisms of counter-con- 
ditioning and inverse conditioning remarked upon a t  the beginning 
of the present  section. These expectations are  all verified observa- 
t ionally; for  an experimental  s tudy see (18) p. 126. I t  is upon these 
more permanent  effects also that  we rely to account for  the significant 
par t  of experimental  extinction which is relatively permanent  in na- 
ture, and for the inculcation of discrimination by the "method of con- 
t ras ts ,"  which Hovland found (24, 26) to consist  of two parts ,  one 
analogous to ordinary  adaptat ion in its rapid spontaneous loss and 
susceptibili ty to disinhibition, the other being the relatively perma- 
nent inhibition found in previous studies (e.g., Hilgard and Hum- 
phries, 20), as would be required by a hypothesis such as ours. 

The law of var ia t ion of the reaction-threshold which we have em- 
bodied in (15),  however,  must  not  be applied indiscriminately. "There 
are  a number  of experimental  indications which appear  to suggest  
that  with respect  to many human reactions, which we should ordinari-  
ly say are to some extent  under  "voluntary  control," the reaction- 
threshold, even more than the other  variables of conditioning, is de- 
termined by factors  of this sort, and is consequently not subject  to 
conditioning, at  any rate  to the extent  of being in large measure  con- 
trolled by such processes. By this, of course, we mean that  the thres- 
hold depends par t ia l ly  upon the exigencies of other  influences involv- 
ing the subject  than are contained within our  present  theoretical 
f ramework--e .g. ,  by the verbal  instructions issued to the subject  at  
the beginning of the experiment.  Effects of  this kind would tend to 
explain many empirical findings: for  example, tha t  experimental  ex- 
tinction fails to occur in conditioning si tuations wi th  a f requency 
which appears  to va ry  directly with the extent  to which we should say 
that  the function in question is "controlled voluntar i ly"  (18). Again, 
we may  adduce the experiment  of J. Miller (35),  who considered the 
effect on conditioning of the eyelid response when subjects  were is- 
sued instructions at  the beginning of the exper iment  (a) to inhibit  
actively, and (b) to ref ra in  f rom control of the response entirely. In 
the group which was issued the instructions (a) ,  conditioning was 
slower and extinction quicker than in the control group;  whereas  the 
instructions (b) had precisely the converse effect. This is wha t  we 
should expect on the hypothesis  of a raised reaction-threshold in the 
f irs t  case and a diminished one in the other. Fur ther ,  in cases of se- 
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rial learning of nonsense syllables, to reproduce each rote-syllable 
immediately upon presentation of its predecessor in the series, the 
eduction of reactions in general appears to be syntonic with the begin- 
ning of a syllable-presentation, even though the reaction-tendency, 
as determined from (12), may be greater at another point during 
the same presentation (27)--i.e., instructions are follOwed by modify- 
ing the reaction-threshold. In general, we may say that the major 
difference in experimental behavior between the conditioned response 
and human learning of non-symbolic material resides in the almost 
total absence in the latter of all the complicated forms of inhibition 
which are characteristic of conditioning in very many of its aspects-- 
the same procedure which totally extinguishes conditioning will have 
no effect in a learning experiment--and the assumption of voluntary 
control of the reaction-threshold in the one case, and accordance with 
(15) in the other, would appear to reconcile this difference excellent- 
ly. This difference in observational properties, it may be remarked, 
has proved a strong objection to the previous behavioristic theories 
which have attempted to find in learning only a more complex and 
multiform kind of conditioning. This hypothesis, of course, does not 
remove the reactions considered, which constitute nearly all of human 
]earning, from the scope of our considerations: in the first place, the 
threshold cannot be determined wholly at will, and in cases of learn- 
Jng with the subjects' cooperation, where it is perhaps forced down 
to its minimum possible level, --  except for a few regular differences 
of the kind appearing in the case of serial rote-learning--the course 
of learning will still be determined as in section 1. The only difference 
in fact, is that here the subject may refuse to cooperate, and fail vol- 
untarily to learn, whereas in the conditioning of involuntary and au- 
tonomic functions this is not possible. Finally, if a criterion for the 
"voluntary" nature of a reaction is sought, we may perhaps reply in 
terms of (15): a response-function is involuntary to an extent de- 
pending directly upon the presence and regularity of experimental 
extinction. 
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